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ABSTRACT: WHEREAS INVESTIGATORS HAVE
DIRECTED considerable criticism against Institutional
Review Boards (IRBs), the desirable characteristics of
IRBs have not previously been empirically determined. A
sample of 886 experienced biomedical and social and
behavioral scientists rated 45 descriptors of IRB actions
and functions as to their importance. Predictions derived
from organizational justice research findings in other
work settings were generally borne out. Investigators
place high value on the fairness and respectful consid-
eration of their IRBs. Expected differences between
biomedical and social behavioral researchers and other
variables were unfounded. Recommendations are
offered for educating IRBs to accord researchers greater
respect and fair treatment.
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NOT ALL SCIENTISTS ARE DISPLEASED with the
operating procedures and competence of
their own Institutional Review Board or IRB.
(Research Ethics Committees are known by

various names. We use the term IRB throughout this
article.) Characteristics of an exemplary IRB, however,
have not been systematically studied. On the other hand,
it is easy to find critics of IRBs, and complaints about IRBs
regularly appear in published scientific commentaries.

Specific criticisms of IRB members and administrators
have included shallow and rushed reviews of submitted
protocols, favoring the protocols of selected colleagues,
concealing conflicts of interest, making unreasonable
requests for changes, imposing excessive bureaucratic
requirements, and incompetence (DuBois & James, 2004;

Ferraro, Szigeti, Dawes & Pan, 1999; Hayes, Hayes, &
Dykstra, 1995; Kancelbaum, 2002; Malouff & Schutte,
2005; OHRP, September, 2000a; Palca, 1996; Silberner,
1998). Cohen (1998) cites specific concerns expressed at a
summit meeting titled “IRBs: All checks and no bal-
ances.” These include censorship of research topics,
inconsistent decision-making, harassment, lack of
accountability, biases, ineffective communication with
investigators, lack of knowledge about research, unrealis-
tic assessment of risks, lack of appeal mechanisms, wide
variations in the interpretation of the federal regulations,
and a focus on participants’ rights to the neglect of scien-
tific merit. Other criticisms include excessive protocol
dwell time, rudeness, using “local standards” as a justifica-
tion for idiosyncratic rulings, and being overly conservative
and protective of the institution and research participants
(Edwards, Kirchin, & Huxtable, 2004; Keith-Spiegel &
Koocher, 2005; Wainwright & Saunders, 2004).

Expressions of concern about the ability of IRBs to
adequately perform their considerable duties are hardly
of recent origin. Not long after the National Research
Act of 1974 mandated the establishment of IRBs in
research institutions receiving federal research funds,
Gray, Cooke, and Tannenbaum (1978) surveyed the
IRB process at 61 institutions. They reported that those
IRBs making more decisions requiring changes and
modifications to protocols also received more negative
ratings by investigators. However, rather than linking
IRB shortcomings to justified dissatisfaction on the part
of investigators, they presumed that negative attributes
occurred, “when investigators do not see a link between
IRB actions and the protection of subjects” (p. 1099).

Most complaints expressed by investigators deal with
IRB procedures and interpersonal interactions per-
ceived by investigators as unfair. The organizational
justice literature is useful for understanding complaints
about IRBs, as well as conceptualizing an “ideal IRB.”
We propose that if IRB members had a full awareness
of the influence of injustice issues on how investigators
perceive them, and became more attentive to what
investigators find most essential to proper IRB func-
tioning, criticisms of IRBs would diminish (Keith-
Spiegel & Koocher, 2005). However, one must first
determine if justice issues are, in fact, as important to
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most scientists as they are to employees functioning in
very different work settings. 

Theoretical Foundations

Procedural Justice

Perceptions of procedural justice arise from a belief
that decisions flow from clear policies, applied evenly,
without bias or prejudice (Tyler & Bies, 1989; Tyler &
Lind, 1992). People do not usually direct hostility
against those who do what they were supposed to do
(Tyler & Bies, 1989; Tyler & Lind, 1992). Nor do peo-
ple usually hold others responsible for failing to do
something when it was not possible to do it (Folger &
Cropanzano, 1998). However, even the most carefully
developed and detailed policies cannot cover every
possible circumstance that might arise. Hence, the
scrupulous application of procedural justice can reduce
negative reactions to adverse decisions. Levanthal
(1976, 1980) generated a list of process characteristics
that foster the perception of procedural fairness. These
include: consistency, lack of bias, accuracy, procedures
for correcting errors, representativness, and adherence
to basic ethical standards. This list appears to describe
how investigators might characterize a fair IRB.

One of the significant properties of procedural jus-
tice involves what Thibaut and Walker (1975) referred
to as voice. People are more willing to accept a negative
outcome when they feel that they had an opportunity
to present their case and be heard (Bies, 1987). The
willingness and ability of decision makers, such as
IRBs, to listen and seriously consider what the person
has to say becomes a critical factor. It reduces loss of
self-esteem caused by a negative outcome because the
individual’s views were at least implicitly acknowl-
edged (Folger, et al., 1998). Although IRBs should offer
investigators an adequate voice, a common complaint
focuses on limits to such opportunities. 

Interactional Justice

Another type of perceived unfair treatment, interac-
tional injustice, involves the social component of pro-
cedural justice (Folger, et al., 1998; Greenberg, 1996;
Tyler, et al., 1989; Tyler, Rasinski, & Spodick, 1985 ).
Interactional justice involves the behavioral aspects of
the decision process. Was the person who received a
negative decision treated in a sensitive and dignified
manner? Or did the person receive dismissive, arrogant
treatment with little respect or empathy? Any evidence
of caring will alter the affected person’s perceptions of

the decision-makers, even when the outcome is nega-
tive (Lind & Tyler, 1988).

Folger, et al. (1998) divide interactional justice into
sub-categories. Interpersonal sensitivity refers to the
degree of politeness and respectfulness people experi-
ence. When people feel dealt with offhandedly or disre-
spectfully, they become prone to poor attitudes and poor
performance. Only a modest degree of empathy can
have significant effects in perceived interactional justice.
Interpersonal sensitivity conveys a strong symbolic mes-
sage that can have significant meaning to a person, even
one who has been the recipient of a negative outcome.

Justification is the second component of interactional
injustice. It involves offering the recipient an explana-
tion of the rationale for making a particular decision.
Those with the power to make decisions may feel that
they do not need to offer any explanations because they
have final authority, not subject to question. However,
people who receive a sincere and adequate reason for a
negative outcome more readily accept it (Bies, Shapiro,
& Cummings, 1988). Inadequate explanations make the
recipient feel marginalized and produce hostile feelings
towards the source of the unsatisfying outcome (Tyler,
et al., 1992). Without a full explanation people will
attribute their own motives and intentions to decision-
makers, and these are usually distinctly negative, per-
haps to the point of disregarding the decision. For
example, if the IRB does not approve a protocol and
offers curt, perfunctory reasons why the proposed pro-
cedure was unacceptable, the investigator may start
plotting ways to get around the IRB, such as submitting
a new proposal with an “acceptable” consent proce-
dure, but using the original one in the actual study.
However, suppose the IRB decides to postpone
approval of a protocol while awaiting feedback from an
outside expert. If the IRB communicates this decision
to the investigator, the IRB may avoid attributions of
slowness, incompetence, lack of uncaring, or insensi-
tivity. An even stronger positive message would involve
the inclusion of an apology for the delay (interpersonal
sensitivity). Additional efforts to attend to matters of
interactional justice may yield high returns in the form
of an enhanced positive reputation of the IRB which, in
turn, contributes to improved IRB/investigator rela-
tionships and, perhaps, compliance.

Study Setting and Population Differences

Most organizational justice field research has been con-
ducted in factories, business settings, or service agencies
characterized by a clear line of command and constant
supervision of employees. However, the typical research
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settings in which IRBs function are institutions of higher
education, including research hospitals associated with
universities. Such facilities do not typically closely
supervise or externally monitor investigators’ work.
Once an IRB has completed its evaluation and reached
a final decision it typically has little further direct
involvement in research programs except for required
annual monitoring, which is often perfunctory. Can
findings from typical venues of organizational research
be generalized to academic settings?

The people most often studied in organizational jus-
tice research occupy subordinate positions subject to
evaluation or otherwise leveraged by others holding
some form of power to make judgments or disperse
resources. Research scientists, however, do not fit neatly
into this pattern. IRBs can include colleagues who are
junior in position and status to the investigator whose
proposals they must evaluate. IRBs also include lay
members of the public and professionals from other
fields. IRBs, then, may be perceived as unjust because
investigators do not necessarily hold their members in
high esteem. Investigators may more easily become
upset when negative outcomes flow from those to
whom they feel superior in status, specific content
knowledge, or authority. This is not to say that IRBs are
without considerable power over investigators. IRBs
have the authority to expedite, delay, suspend, or dis-
continue altogether an investigator’s work. 

Because IRBs hold such important gatekeeping power,
and because investigators are so dependent on research
productivity to define their professional identities, IRBs
may become especially vulnerable to perceived injustice
because, for investigators, the stakes are high. When an
IRB makes a negative decision, investigators can easily
perceive the action as disrespectful or critical of their
work. Because of people’s reluctance to attribute negative
outcomes to their own shortcomings (e.g., Weiner,
1995), IRBs may be particularly vulnerable to perceptions
that they acted unfairly.

IRBs function under unusual pressures that could
strongly affect investigators’ perceptions of the fairness of
IRB decisions. They operate largely under policy set at
the federal level. The demands placed on IRBs are con-
siderable and increasing (see, for example, Compliance
oversight procedures issued by OHRP, 2000b). IRBs
review and judge each protocol on dimensions of risk,
informed consent procedure, equity, privacy and confiden-
tiality, vulnerability of subjects, and appropriateness of
incentives. IRB members and the administrators who
staff them remain well aware that doing an inadequate
job could result in suspension or withdrawal of their
Assurance of Compliance. Investigators could face

suspension or loss of their privilege of conducting
research. Because IRBs cannot constantly oversee what
investigators actually do behind laboratory doors or in the
field, some IRBs may seek to avoid the risk of criticism or
bad publicity by restricting or disapproving protocols that
have some controversial feature, even those that are likely
to be in compliance with federal standards, taking advan-
tage of the provision that allows for decisions based on
“local context” or “community standards.”

A Search for the Ideal IRB:
Method and Hypotheses

A list of 45 characterizations of IRB functions and
activities was generated from the literature and from
the IRB documents of a number of institutions, and
reviewed by volunteer colleagues. This list formed the
basis of a questionnaire (see Table 1). The items were
clustered into eight a priori themes, and the question-
naire was designed to assess the relative importance to
the investigators of these themes or factors. Proposed fac-
tors were: procedural justice (how the decision-making
process is carried out); absence of bias (a feature of pro-
cedural justice); pro-science sensitivity and commit-
ment; interactional justice (interpersonal sensitivity
and justification); formalities (committee’s formal func-
tioning, structure, and composition); upholding of rights
of human research participants; IRB outreach (offering
services beyond those mandated); and competence
(how competently the IRB performs its functions).

Because all of the items might be regarded by most
investigators as important, the directions to the
respondents were designed to maximize response vari-
ability. The directions acknowledge that most of the
items are likely to be seen as important. Respondents
are then asked to spread their ratings across the full
range of response categories. 

Questionnaires, along with a cover letter and franked
return envelope, were sent to a large, national sample
of biomedical and social behavioral scientists. One
thousand two hundred and eighty three randomly selected
principal investigators (PIs) of currently funded PHS
research and 1,000 randomly selected members of the
American Psychological Society were sent a survey asking
them to rate the importance in their own work of each
item on a scale of 1 (“not important”) to 7 (“extremely
important”).1 Respondents were also asked to rate how
their own IRB compared to their ideal IRB, and to
identify their research specialty type (e.g., educational,
biomedical, social behavioral), IRB service over the
past five years, number of years conducting research in
a professional capacity, percentage of exempt research
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TABLE 1. Item means and standard deviations ranked within apriori factors.3

Procedural Justice
1. An IRB that reviews protocols in a timely fashion (6.43, 0.80)
6. An IRB that conducts a conscientious and complete review of protocols (5.86, 1.24)
9. An IRB that gives a complete rationale for any required changes to or disapprovals of protocols (5.73, 1.21)

12. An IRB that includes a complete rationale when it denies or mandates changes in a protocol based on criteria that are more stringent
than or different from federal research policy (i.e., application of “local standards”) (5.59, 1.35)

16. An IRB that is open to reversing its earlier decisions (i.e., willing to consider investigator appeals) (5.52, 1.34)
17. An IRB that invites investigators to present their position whenever a question or concern about a research protocol arises (5.51, 1.33)
27. An IRB that recognizes when it lacks sufficient expertise to evaluate a protocol and seeks outside experts (5.28, 1.41)

Interpersonal Justice
8. An IRB that responds in a timely manner to investigators’ inquiries about its processes and decisions (5.80, 1.15)

10. An IRB that works with investigators to find mutually satisfying solutions whenever disagreements exist (5.71, 1.27)
20. An IRB that treats investigators with respect (5.45, 1.45)
25. An IRB that acknowledges full responsibility for its errors or delays in processing protocols and attempts to correct them as expeditiously

as possible (5.33, 1.44)
35. An IRB that is open and pleasant in its interactions with investigators (4.72, 1.61)

Bias
2. An IRB with members who do not allow personal biases to affect their evaluation of protocols (6.17, 1.10)

21. An IRB whose members hold no preconceived biases against particular research topics (5.45, 1.46)
22. An IRB that requires members to abstain from evaluating protocols whenever a real or apparent conflict-of-interest arises (5.44, 1.46)
23. An IRB whose members hold no preconceived biases against particular research techniques (5.43, 1.47)
28. An IRB that is open to innovative approaches to conducting research (5.28, 1.43)

Pro-Science Sensitivity
3. An IRB that does a good job of upholding participants’ rights while, at the same time, facilitating the conduct of research (6.10, 1.11)
4. An IRB that does not use its power to suppress research that is otherwise methodologically sound and in compliance with federal policy

whenever it perceives potential criticism from outside the scientific community (6.08, 1.19)
13. An IRB that views itself as an investigator’s ally rather than as a hurdle to clear (5.57, 1.44)
33. An IRB that shows considerable evidence that the advancement of science is part of its mission (4.82, 1.79)
37. An IRB that shows empathy with the difficulties that can present themselves during the design and conduct of research (4.66, 1.60)

IRB Competence
5. An IRB with members who are very knowledgeable about IRB procedures and federal policy (6.01, 1.16)

14. An IRB that conducts a conscientious analysis of potential benefits weighed against potential risks before making decisions (5.54, 1.29)
19. An IRB that can competently distinguish exempt from nonexempt research (5.48, 1.44)
31. An IRB that ensures that at least one member is knowledgeable about the content domain of submitted protocols (5.13, 1.55)
32. An IRB whose members arrive at meetings well-prepared (5.07, 1.52)
36. An IRB with a Research Compliance Officer (or staff member in charge of IRB functions) who has a research background (4.68, 1.66)
38. An IRB that is composed primarily of members regarded as highly competent investigators (4.46, 1.70)
40. An IRB that provides a comprehensive training program for its new members (4.34, 1.64)

IRB Outreach
26. An IRB that offers information to improve the chances of gaining IRB approval (5.31, 1.45)
41. An IRB that offers consultation during the development of research protocols and grant applications (4.30, 1.76)
43. An IRB that offers investigators opportunities to be educated about federal research policy (4.03, 1.68)
44. An IRB that offers editorial suggestions regarding consent documents and protocols (typos, grammar, clarity, etc.) (3.20, 1.82)

IRB Formal Functioning, Structure, and Composition
11. An IRB whose members fully understand and act within the scope of their function (5.67, 1.27)

18. An IRB that maintains accurate records (5.50, 1.50)
24. An IRB that is allocated sufficient resources to carry out its functions (5.38, 1.44)
34. An IRB that requires that its Chair be an experienced investigator (4.75, 1.76)
39. An IRB that monitors the progress of each approved research project in line with federal policy (4.39, 2.16)
42. An IRB that has a diverse membership (i.e., includes women, minorities and junior and senior members of the institution) (4.07, 1.93)
45. An IRB that is composed of more than one public member (2.68, 1.69)

Upholding the Rights of Human Participants
7. An IRB that views protection of human participants as its primary function (5.80, 2.83)

15. An IRB that takes timely and appropriate action whenever scientific misconduct is alleged (5.52, 1.42)
29. An IRB that applies appropriately flexible standards regarding voluntary and informed consent requirements (e.g., required wording is

not as demanding for minimal risk research as it is for more risky research) (5.23, 1.52)
30. An IRB that takes timely action when an investigator has violated its decisions (5.22, 1.51)
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conducted, and gender. Of the 910 returned surveys
returned, 886 were usable for analysis purposes, for a
return rate of 38.8%. 

The useable sample included 493 men (55.6%), 375
women (42.3%), and 18 respondents (2%) who declined
to record their sex. There were 565 social/behavioral
scientists (63.8% of the sample), 261 biomedical
researchers (29.5%), 11 educational researchers (1.2%)
and 26 who reported “other” (2.9%). Twenty-three
researchers (2.6%) failed to indicate research area. The
greatest number of respondents came from research
universities (45.6%), followed by comprehensive uni-
versities (20.3%) and 4-year colleges (12.8%). In all
78.7% reported working at a college or university.
Eleven percent report working in a hospital or medical
facility, 2% for a private company, and 5% on other set-
tings, such as a community agency.

Most respondents (66.3%) reported they had not
served on an IRB in the past 5 years, however 73 (8.2%)
failed to respond to this item. Fifty-eight (6.5%) had
served for one year, 52 (5.8%) had served for two years,
38 (4.3%) reported serving three years, 26 (2.9%) reported
serving 4 years, and 51 (5.8%) reported serving five
years. One respondent claimed 12 years of service. Exempt
research was not the norm; only one-quarter of the
researchers spent more than half of their research time
in exempt research.

Expected Sample and Other Differences

Despite the apparent differences between our sample of
scientific investigators and the typical samples tapped
in most organizational justice research, our primary
hypothesis was that a just and fair IRB is very impor-
tant to all those who conduct research. However, we
also expected to find at least some differences among
types of investigators (i.e., biomedical or BM v. social-
behavioral or SB) and research settings (e.g., research
university v. comprehensive university).

SB scientists often complain that IRBs hold them to
unnecessarily strict standards, not taking into account
that potential risks in most SB research are virtually
nonexistent. Thus, we predicted that BM researchers
would give greater importance than SB scientists to for-
malities, primacy of according rights to human sub-
jects, IRB outreach efforts, and competence. We also
predicted that BM investigators would be more con-
cerned with issues related to risk management due to
the higher level of risk inherent in many BM studies,
relative to SB research.

Because IRBs at research universities may have better
organization and staffing and possibly more than one

IRB, permitting more efficient division of labor, we
hypothesized that investigators at research universities
would rate their own IRBs higher than would investi-
gators from other settings, such as comprehensive uni-
versities and 4-year colleges where resources are often
in short supply, leaving IRBs understaffed and possibly
less well-trained. We also expected to find that the rat-
ings of investigators’ own IRB (relative to the ideal)
would be higher for BM than SB investigators, especially
within research universities where SB investigators have
complained about being judged by inappropriately strict
standards (Cohen, 1998). 

Because so many IRB complaints seem fairness-related,
we hypothesized that investigators who expressed dissat-
isfaction with their IRBs would show even more concern
with IRB justice issues than would those who expressed
more satisfaction. We hypothesized that those who are
used to full protocol reviews would complain less
because they are more used to being scrutinized, whereas
those whose work falls into the exempt category may
complain when their work does not gain swift approval.
We also expected to find that those who did more
research falling into the exempt category would have
more concern about bias and competence issues.

We expected that those with no IRB experience
would express more concern about procedural justice,
bias, interactional justice, and competence than those
with IRB experience because they may have less under-
standing of the IRB system and procedures. We also
expected that those who had served on IRBs within the
last 5 years would rate more highly the items dealing
with ensuring the rights of human participants and the
formalities associated with running an IRB. We did not
expect to find gender differences.

Results

The analysis strategy began with confirmation (via a
confirmatory factor analysis conducted through struc-
tural equation modeling) of the eight-factor model to
account for shared variance among the 45 items of the
questionnaire about the importance of IRB characteris-
tics. Once an acceptable model was achieved, factor
scores were computed and adjusted to match the orig-
inal scale of the items. Hypothesized differences among
factors and types of researchers were examined through
MANOVA. Factor scores also were used as multivariate
predictors of hypothesized group differences in dis-
criminant analyses. This analysis provides information
about all predictors adjusted for one another, which is
helpful when predictors are correlated. Type I error rate
was controlled by setting a = .05 for the multivariate
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test of each planned comparison and a = .05 divided by
number of predictors for univariate tests of predictors.
Chi-square and logistic regression analyses were used
to evaluate planned comparisons regarding relation-
ships among groups.

Table 1 shows means and standard deviations for the
45 questions regarding importance of characteristics of
IRBs sorted into the a priori factor categories. Codes of
1 to 7 represent ratings of increasing importance of the
described characteristic. Most items had strong nega-
tive skewness; that is most items were considered at
least fairly important by most researchers.

Factor Structure of the Questionnaire

An acceptable model was generated when the eight pro-
posed factors were permitted to correlate. One item was
omitted from the model: “application of appropriately
flexible standards” was expected to load on the “compe-
tence” factor, but did not. Although attempts to improve
the model through a cross-validation strategy resulted in
a better model fit, that improvement was offset by loss in
interpretability. Therefore, the minimally altered model
was used for subsequent analyses. The root mean square
error of approximation for the model was .059 with a
90% confidence interval of .057 to .061. Values less than
.10 for a sample of this size are considered acceptable.2

Figure 1 shows the standardized regression coeffi-
cients for the model. Table 2 shows correlations among
factors. Note that some of the factors are quite highly
correlated; competence shares a great deal of variance
with both procedural justice and formalities (committee’s
formal functioning, structure, and composition).

Importance of Justice Issues

A two-way within-between-subjects MANOVA was
performed on adjusted factor scores. The three-level
within-subjects independent variable (IV) was type of
factor: justice vs. competence vs. other factors. For the
“justice” level, adjusted factor scores were averaged
over four factors: procedural justice, absence of bias,
pro-science sensitivity, and interactional justice. The
“other” level was comprised of the average adjusted fac-
tor scores for formalities, IRB outreach, and sensitivity to
right of human participants. Competence was the adjusted
score for that single factor. The between-subjects IV was
type of researcher: social/behavioral vs. biomedical.

There was a strong main effect of type of factor, mul-
tivariate F (2, 869) = 560.08, p < .001, partial h2 = .56,
with a 95% confidence interval (CI) around partial h2

from .52 to .60. As predicted, justice issues were rated

to be more important (M = 5.53, SE = 0.03) than were
competence (M = 4.81, SE = 0.03) or other issues (M =
4.72, SE = 0.03). There also was a statistically signifi-
cant interaction between justice issues and type of
researcher, multivariate F (2, 869) = 13.44, p < .001,
partial h2 = .03 with a 95% CI from .01 to .05. As seen in
Figure 2, the difference in importance of justice-related
vs. other issues was greater on average for the 601
social/behavioral researchers than for the 271 biomed-
ical researchers. A small but statistically significant
main effect of type of researcher also was noted, F(1,
870) = 8.84, p = .003, partial h2 = .01 with a 95% CI from
0 to .03. On average, biomedical researchers assigned
greater importance to items on the questionnaire (M =
5.10, SE = 0.05) then did social/behavioral researchers
(M = 4.94, SE = 0.03).

The four factors comprising justice were analyzed in
a one-way within-subjects MANOVA, followed by
post-hoc comparisons among all four factors using a
Scheffé adjustment. Overall, there were statistically sig-
nificant differences in rated importance of the four jus-
tice factors, multivariate F (3, 883) = 89.54, p < .001,
partial h2 = .23 with a 95% CI from .19 to .28. All
Scheffé-adjusted contrasts were statistically significant
(p < .001) except between the procedural and interac-
tional justice factors. Table 3 shows mean differences
and partial h2 with its associated 95% CI for the six
comparisons. Procedural and interactional justice were
given the highest importance (M = 5.66, SE = .03), fol-
lowed by pro-science sensitivity (M = 5.54, SE = .03)
and absence of bias (M = 5.27, SE = .03).

Differences Among Groups

Satisfied vs. Dissatisfied Researchers. We hypothesized
that the group of 92 dissatisfied researchers who rated
their own IRBs in the two least favorable categories
would place higher importance on items in three factors
(procedural justice, interactional justice, and absence of
bias) than would the group of 324 researchers who
rated their IRBs in the two most favorable categories. A
small but statistically significant multivariate difference
between groups was found, multivariate F(3, 412) =
3.44, p = .017, h2 = .02 with 95% CI from 0 to .06.
However, only one of the hypothesized factors, interac-
tional justice, would significantly degrade discrimination
between groups if absent, F-to-remove(1, 412) = 8.51,
p < .017, h2 = .02 with 95% CI from 0 to .05, indicating
only a small association between group membership
and rating of importance of interactional justice. As
predicted, dissatisfied researchers placed greater
importance on items comprising interactional justice
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(M = 5.55, SD = 0.81) than did satisfied researchers
(M = 5.22, SD = 0.97).

Percentage of Exempt Research. Two separate group-
ings of researchers were evaluated with respect to differ-
ences associated with percentage of exempt research,
with differences hypothesized on two factors: absence of
bias and competence. The first grouping contrasted the
268 researchers who conducted no exempt research with
the 559 who conducted some. No statistically significant
multivariate difference was found between the two
groups, p = .93, h2 = 0. The second grouping contrasted
the group of 508 researchers whose exempt research con-
sisted of 25% or less of their research with the group of
319 researchers whose exempt research consisted of
more than 25% of their research. Again, no significant
group difference was found, p = .47, h2 = 0.  Because sig-
nificant differences between groups were not observed,
there was no test of the prediction that differences would
be larger for research universities and hospitals than for
comprehensive universities and four-year colleges.

IRB Experience. Differences on several factors were
hypothesized between the group of 587 researchers
who had not served on an IRB in the past five years and
the group of 168 who had served more than one year.
We expected that those with no IRB experience would
give higher ratings to factors representing procedural
justice, absence of bias, interactional justice, and com-
petence than those with IRB experience. We also
expected that those with IRB experience would give
higher ratings to factors representing formalities and
primacy of rights of human participants. We found no
statistically significant group difference when tested
multivariately, p = .51, h2 = 0.

Social/Behavioral Scientists vs. Biomedical Researchers.
We predicted that biomedical researchers would assign
greater importance than social scientists to four factors:
formalities, primacy of rights of human subjects, IRB out-
reach, and competence. We found a small but statistically
significant difference between the 601 social scientists and
the 271 biomedical researchers, multivariate F(4, 867) =
6.85, p < .001, h2 = .03 with 95% CI from .01 to .05. The
only unique source of difference was the factor with items
representing formalities of the IRB, F-to-remove (1, 867) =
12.33, p < .0125, h2 = .01 with 95% CI from 0 to .03. As pre-
dicted, biomedical researchers gave higher ratings to for-
malities (M = 4.53, SD = 1.07) than did social/behavioral
scientists (M = 4.24, SD = 1.07). No significant prediction
of group membership was provided by the remaining
three hypothesized factors, p > .0125.

We also hypothesized differences between BM and SB
respondents on a set of items representing “risk man-
agement.” These issues were not particularly associated
with the factors, but would represent IRB characteristics
that minimize the institution’s research programs expo-
sure to adverse action by federal agencies. Higher ratings
were predicted for biomedical researchers as compared
to SB researchers on items dealing with the provision of
a comprehensive training program for IRB members,
the maintenance of accurate records, taking timely action
when violations occur, assigning protection of human
participants as the primary IRB function, sufficient allo-
cation of resources for IRBs, the availability of consulta-
tion services during the preparation of grant applications
and research protocols, and monitoring of projects in
compliance with federal policy. Lower ratings by BM
researchers as compared to SB researchers were predicted
for items dealing with more flexible standards for volun-
tary and informed consent and risk assessment, inclusion
of public members, competent differentiation between
exempt and nonexempt research, and resisting the sup-
pression research for fear of outside criticism. A statisti-
cally significant multivariate difference was found
between groups for the set of 12 items, multivariate F(12,
859) = 4.83, p < .001, h2 = .06, with 95% CI from .02 to
.08. However, only two items uniquely discriminated the
groups. Biomedical researchers indeed showed more
concern (M = 5.69, SD = 1.32) than social/behavioral sci-
entists (M = 5.23, SD = 1.47) with allocation of sufficient
resources, F-to-remove (1, 864) = 10.95, p < .005, h2 = .01,
with 95% CI from 0 to .03 . Social/behavioral scientists
showed more concern (M = 5.54, SD = 1.41) than biomed-
ical researchers (M = 5.31, SD = 1.46) with the competence
of making the distinction between exempt and nonexempt
research, F-to-remove (1, 859) = 9.20, p < .005, h2 = .01,
with 95% CI from 0 to .03.

Gender Differences. We did not expect strong gender
differences. However, we hypothesized that if such dif-
ferences did exist, they would be manifest on three fac-
tors on which the groups of 375 women would be
expected to place higher importance than the group of
493 men: primacy of rights of human participants, IRB
outreach, and interactional justice. No significant mul-
tivariate gender differences were found, p = .37, h2 = 0.

Relationships Among Groups

We applied binary logistic regression to test the hypothe-
ses that rating of an investigator’s own IRB (relative to the
ideal) would score higher for biomedical than social/
behavioral investigators, and that the relationship would
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rate more strongly within the university setting than
other settings. Rating of the investigator’s own IRB was
dichotomized by combining the three negative (very
much unlike…, unlike…, and somewhat unlike an

ideal IRB) vs. the three positive categories (very much
similar…, similar…, and somewhat similar to an ideal
IRB). Four-year colleges were omitted and remaining
categories combined to create a dichotomy between
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FIG. 1. Eight-factor model of importance of IRB characteristics, RMSA = .059. Factor correlations are in Table 2.
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universities and other settings. Data were available
from 704 investigators for this analysis. Neither the main
effects of university setting nor investigator type nor
the interaction between setting and investigator type

successfully predicted rating of the investigator’s own
IRB, p > .05, R2 = .01.

The hypothesis that investigators who do more exempt
research (tested using both breakdowns previously
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described in separate 2 × 2 c2 analyses) would rate their
own IRB lower than those who do less exempt research
also was not borne out, p > .05. 

Discussion and Summary 

Are Fairness and Consideration of IRBs 
Important to Investigators?

Our primary interest was to learn if organizational jus-
tice issues rate as critically important to investigators as
they do for people in more traditional employment set-
tings, despite substantial differences between the two
work venues. Most of the items on the survey were
rated as at least somewhat important to both biomed-
ical and social behavioral investigators, with biomed-
ical investigators finding the items slightly more
important. However, the four justice factors (procedural
justice, interactional justice, lack of bias, and pro-science

sensitivity) scored as more important than other IRB
characteristics, with procedural and interactional jus-
tice rated as even more significant than the absence of
bias and pro-science sensitivity. It may come as a sur-
prise that timeliness, open communication, conscien-
tiousness, and interpersonal sensitivity are of paramount
importance to investigators, whereas many of the ways
IRBs may define themselves are rated as less important.
For example, upholding the rights of participants as the
sole function of IRBs, outreach offerings (e.g., seminars
on how to apply for grant funding) and how IRBs are
structured, while not viewed as unimportant, seem to
hold less importance to investigators than feeling that
they have been fairly and respectfully treated.

One of the few statistical differences found to differ-
entiate social behavioral researchers from biomedical
researchers suggests that social behavioral researchers
rated justice issues as more important. We did not pre-
dict this finding, but it could be that social behavioral
researchers are more attuned to interpersonal issues,
matters of equity, and organizational performance
because these subject matters are part of their study
domain. Also, the medical research environment is
generally more hierarchical and accepting of authority
than the social behavioral research environment, and
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TABLE  2. Correlations among factors.

Absence Pro-science Interactional Human IRB
Factor of Bias Sensitivity Justice Formalities Rights Outreach Competence

Procedural justice .723* .708* .776* .684* .529* .651* .892*
Bias .714* .641* .529* .342* .442* .670*
Pro-science sensitivity .821* .393* .183* .463* .649*
Interactional justice .646* .322* .683* .749*
Formalities .735* .720* .937*
Human rights .395* .639*
IRB outreach .697*

*p < .001
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FIG. 2. Average importance of justice, competence, and other issues
for social/behavioral and Biomedical Researchers

TABLE 3. Comparisons among justice factors: mean differences/
partial h2. (95% confidence interval around partial h2 in parentheses.)

Absence Pro-science Interactional 
Factor of Bias Sensitivity Justice

Procedural 0.30*/.18 0.12*/.02 <.01/.00
justice (.14 − .23) (.01 − .04) (0.0 − .00)

Absence −0.27*/.08 −0.39*/.17
of Bias (.04 − .14) (.09 − .29)

Pro-science −0.12*/.02
sensitivity (.01 − .03)

*p < .001
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social and behavioral researchers often complain that
they are held to standards reasonably applicable to
biomedical research, but unduly strict when applied to
them (Cohen, 1998).

We felt heartened to learn that the majority of the
respondents felt positively about their IRBs. Only
10.4% reported decidedly negative views about their
own IRBs. When we compared investigators who
expressed some level of dissatisfaction with their IRBs
to those who felt generally satisfied, however, the sole
difference focused on the importance of interactional
justice. This finding holds particular interest because it
suggests that a primary reason for investigators’ dissat-
isfaction with their IRBs occurs because they perceive
themselves as being treated disrespectfully. It may
behoove IRBs to remain especially sensitive to the feel-
ings of investigators when communicating with them,
particularly if extensive changes are required or if a pro-
tocol is not approved. As organizational research has
repeatedly reported, even criticism and disappointing
news can be experienced as acceptable if the recipient
feels treated with dignity and is given a full explanation
of the reasons for a negative decision.

Where No Differences Were Found

Many of the demographic differences we predicted did
not materialize. We hypothesized that those accus-
tomed to full protocol reviews may also have more
patience and a greater tolerance for scrutiny, whereas
those whose work falls into the exempt category may
complain when swift approval of their work does not
occur. However, no differences emerged. The frequently
stated complaints by social behavioral investigators that
their low risk research is often held to the same stan-
dards as higher risk biomedical research prompted our
hypothesis that biomedical investigators would rate
their own IRBs more favorably than would social and
behavioral science investigators, but this did not occur.

Because IRBs at research universities may be better
organized and staffed, we hypothesized that investigators
at research universities would rate their own IRBs higher
than would investigators from other settings. This
hypothesis was not borne out. We assumed that those
who had not recently served on IRBs would be more con-
cerned with justice issues and rate them higher than
would those who have recently served. Our original
thinking was that upset investigators might be annoyed
rather than sympathetic to those serving on IRBs.
However, this hypothesis was not borne out either. We
also expected that those who had served on IRBs within
the last 5 years would give higher rating to ensuring the

rights of human participants and the formalities associat-
ed with running an IRB, but there were no differences.
We assumed that those investigators who had fewer years
of research experience would have somewhat different
needs from their IRBs, but no differences emerged. We
did not predict sex differences, and there were none. In
sum, it appears that the differences in importance of
IRBs characteristics override generalizations that might
be made about characteristics of researchers.

Practical Implications

Strong associations exist between the perception of fair
and just employers’ policies and employees’ good citi-
zenship behaviors (Folger & Cropanzano, 1998).
Conversely, when management is perceived to be
unfair or unjust, employees often have negative reac-
tions, including the commission of dishonest acts
(Folger, 1993; Robinson & Bennett, 1995; Miller, 2001;
Youngblood, Trevino, & Favia, 1992). When a decision-
making process becomes perceived as unjust, the level
of employee commitment goes down, the amount of
theft or other forms of retaliation rises, and more peo-
ple look for work elsewhere (Cropanzano & Greenberg,
1997; Greenberg & Scott, 1996; Skarlicki & Folger,
1997). Assuming that these dynamics can be general-
ized, satisfied investigators are important to both IRBs
as well as institutions they represent. 

What forms of negative reactions might occur when
investigators perceive their IRBs as unjust? Dishonest
behavior is one such possibility. Scientific misconduct
is a serious matter, and conventional wisdom attributes
its causes to investigators’ excessive ambition and poor
character. Paradoxically, however, an IRB perceived as
unfair, incompetent, arrogant or biased, could impel an
investigator to break rules to ensure ethical science. For
example, one investigator experienced numerous prob-
lematic interactions with his IRB. Most involved what
he regarded as persnickety demands for alterations that
compromised his designs. Now he includes elaborate,
detailed content he knows will bore readers while omit-
ting or distorting elements of his protocol that he
believes might cause his IRB to recoil. He reports that
this tactic has consistently worked (Keith-Spiegel &
Koocher, 2005).

Investigators have invested much of themselves in
their work, so having their work judged as unsatisfac-
tory is likely experienced as a personal affront.
According to Folger and Cropanzano (1998), if the
insult is sufficiently strong, people will act against their
own self-interest and become heavily emotionally
invested in getting back at those who offended them
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(Skarlicki & Folger, 1997). Furthermore, organizational
research confirms that acting out in dishonest ways
often feels justifiable to those who feel victimized or
dismissed by a source of authority, especially if they
compare themselves to others who have apparently
received better treatment (Folger, 1984). Angry, insult-
ed investigators may be more likely to behave in ways
that are detrimental to the IRB, the institution, and
their scientific work. For example, investigators dissat-
isfied with their IRBs could submit incomplete proto-
cols, omitting content or procedures they believe might
lead to disapproval, saying one thing and actually doing
another, or not submitting their protocols at all (Keith-
Spiegel & Koocher, 2005). Conceivably risks to partici-
pants could go forward unchecked. 

Finally, our response rate of 39% leaves open the pos-
sibility of a non-response bias. 

Best Practices

The ideal ethics committee appears to be a just body
that employs fair procedures, treats investigators with
respect, and accords them the opportunity to have a
voice when disagreements arise. This finding over-
whelms the few mostly small differences between
social/behavioral scientists and biomedical scientists.
Our work strongly suggests that proactive measures
could enhance the perception of an ethics committee as
fair and respectful.

Materials and programs for training committee staff
and members should focus on ways to ensure that inves-
tigators feel appreciated and respected, and do not feel
demeaned, shut out, or mistreated. Skills of interacting
with upset or angry investigators and organizational policies
and procedures that promote the perception of just treat-
ment should be developed. Organizational image manage-
ment practices should be considered and adapted so that
genuine concerns for maintaining fair relationships with
investigators are clearly perceived by investigators.

The implementation of measures to enhance the per-
ception of fairness may improve an institution’s overall
research program. Universities, research hospitals, and
other research institutions vigorously promote scientific
productivity. Yet, continuing problems with scientific
dishonesty have created the need for stronger controls
and monitoring that could inadvertently stunt research.
We believe that a climate that communicates justice
and fairness to investigators will help deter unethical
behavior. Similarly, Swazey (1978) observed that exter-
nal controls are surely necessary, but she also recog-
nized inherent limitations.

Research Agenda

The major finding of this paper is that investigators’
perception of the fairness of their ethics committee is
central to their evaluation of its performance. This, cou-
pled with comments by some of our respondents and
the findings of others, strongly suggests that the percep-
tion of unfairness will motivate some investigators to
engage in subterfuge and misconduct designed to “level
the playing field.” This implication underlines the need
for research on most effective ways to improve the com-
mittee’s image in the eyes of the investigators it serves.
Such experimental interventions require discovery of
what needs to be improved, some approaches to creating
those improvements, and post-experimental assessment
of how the intervention affected investigators’ perception of
the committee. Fortunately, the research reported here
provides the measurement tools that such an experiment
would require. The assessment tools and a user guide
may be accessed at www.ethicsresearch. com. The
authors welcome feedback on the use of the IRB
Researcher Assessment Tool (or IRB RAT for short).

IRBs can adapt the RAT to assess their investigators’
evaluation of which aspects of the committee’s per-
formance they consider important and which, among
those aspects, they perceive as needing improvement.
This diagnostic information, in turn, can be used to
guide the selection and development of an experimental
intervention designed to provide the needed improve-
ment. Following implementation of that intervention,
the survey can again be administered, and the compari-
son of pre- and post-test data would provide both an
overall evaluation of the success of the intervention—
an indication of the areas that benefited most from the
intervention and those that remain in need of further
work. A second useful comparison would be with the
findings reported herein, allowing institutions to learn
how their investigators’ perceptions compare with the
results of a larger external sample. A third useful com-
parison would be to obtain responses to the survey from
ethics committee managers, staff and other members
who are part of the human research protection pro-
gram and not otherwise involved in research. How do
those who are focused on compliance differ from
investigators in their perception of the committee?
How do they regard the investigators? These differ-
ences may provide useful insight into kinds of changes
in committee perceptions, policies, and interpersonal
skills that are in need of modification.

Individual ethics committees may differ from one
another in their strengths and weaknesses and in the
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ways their investigators perceive them. Nevertheless,
the descriptions of experimental interventions that
have been implemented, and evaluations of the extent
to which they succeeded would be extremely valuable
to other ethics committees elsewhere. The develop-
ment of such a literature upon which each succeeding
intervention could build would yield an ever more
valuable body of knowledge about the organizational
behavior and perceived fairness of ethics committees.

Once more has been learned about whether or how
reputation for fairness can be improved, the next step
would be to investigate whether there is indeed a causal
link between the perception of unfairness and willing-
ness to engage in minor misconduct intended to level
the playing field. That is, can changes in the ethics com-
mittee’s fairness and in the perception of its fairness
improve the willingness of investigators to play by the
rules of the committee? A variety of indirect queries
(e.g., what do you think other people do?) and direct,
but clearly anonymous queries (e.g., how would you
handle a situation in which the ethics committee objected
to some aspect of your protocol?) would be expected to
reflect actual behaviors or tendencies. Such research
could be directed to new faculty who are active
researchers and have an extensive recent history of
interacting with the committee, rather than senior fac-
ulty whose attitudes may reflect long-held beliefs and
experience. Such an assessment of investigator behavior
or attitude would obviously need to be conducted by
investigators whose work is clearly independent of the
ethics committee. Two types of design might be used to
learn whether attitudes change quickly once they are in
place: one in which the same, more senior investigators
take the pre- and post-test; the other in which brand
new investigators take the post-test only and their per-
formance is compared with the pre- and post-test per-
formance of their slightly more senior peers.

A second major extension of this line of research
would be to learn how investigators respond to rejec-
tion by journal editors and funders of research. Is the
importance of organizational justice as relevant to the
perception of journal editors and funding foundation
review panels as it appears to be for ethics committees?
When work is accepted, recipients probably do not
think much about the decision processes involved.
But, because grants and publications are of critical
importance to most researchers, rejections are most
unwelcome. How do such rejections affect investiga-
tors’ perceptions of the decision processes that were
involved, and how do investigators respond? Is there a
similar “leveling of the playing field?” What can be

done by these external institutions to change percep-
tions of unfairness?

Implications for Education

What are effective ways to introduce ethics committees
to the concepts developed here? Ideally, any education
of the IRB in concepts of justice would be undertaken
in collaboration with faculty who specialize in organi-
zational development or organizational justice, and
who have in depth understanding of the operation of
the IRB system. 

One approach would be to educate committee mem-
bers and staff in the principles of procedural and inter-
personal justice, and to conduct workshops in which
the committee develops policies, procedures and train-
ing designed to improve on these aspects of justice. 

A second approach would involve the committee
members and staff in a self-evaluation project using the
survey, perhaps in modified form, to evaluate how the
IRB perceives itself compared with how it is perceived
by its clientele; plans could then be developed for
responding to the findings. 

A most effective educational project would be to
combine these two approaches, and ultimately to create
and carry out whatever intervention seemed to be
required, and to conduct the pre- posttest design
experiment described in the research agenda above.
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End Notes

1Permission was obtained from the manager of the
DHHS Computer Retrieval of Information on
Scientific Projects (CRISP) data base and the APS staff
to approach randomly selected members on their lists.  
2EQS Version 6, a structural equation modeling pro-
gram, was used to impute missing values, which were
scattered over items and participants (a few participants
failed to complete the second page of the questionnaire).
No item was missing more than 2.2% of its values. Severe
departure from normality for most of the items was dealt
with by using robust statistics in estimating and testing
parameter estimates for factor models. A test of the corre-
lation matrix showed it to be highly factorable with
Bartlett’s sphericity c5(990, N = 886) = 14396.3, p < .001
and Kaiser-Meyer-Olkin measure of sampling adequacy
equaling .915.
3Numbers preceding each item indicate its overall
importance ranking.
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